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ABSTRACT
While Generative Adversarial Networks (GANs) have accelerated the use of generative modeling within the machine learning community, most of the applications of GANs are restricted to images. The use of GANs to generate clinical data has been rare due to the inability of GANs to faithfully capture the intrinsic relationships between features. We hypothesize and verify that this challenge can be mitigated by incorporating domain knowledge in the generative process. Specifically, we propose human-allied GANs that using correlation advice from humans to create synthetic clinical data. Our empirical evaluation demonstrates the superiority of our approach over other GAN models.

CCS CONCEPTS
• Deep Learning $\rightarrow$ Generative Adversarial Networks; • Application $\rightarrow$ Healthcare; • Learning $\rightarrow$ Knowledge Intensive Learning.
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1 INTRODUCTION
Deep learning models have reshaped the machine learning landscape over the past decade [16, 29]. Specifically, Generative Adversarial Networks (GANs) [17] have found tremendous success in generating examples for images [34, 37, 45], photographs of human faces [1, 25, 52], image to image translation [30, 33, 55] and 3D object generation [44, 51, 53] to name a few. Despite such success, there are several key factors that limit the widespread adoption of GANs, for a broader range of tasks, including, widely acknowledged data hungry nature of such methods, potential access issues of real medical data and finally, their restricted usage, mainly in the context of images. These factors have limited the use of these arguably successful techniques in medical (or similar) domains. However, recently, synthetic data generation has become a centerpiece of research in medical AI due to the diverse difficulties in collection, persistence, sharing and analysis of real clinical data.

We make a few key contributions:

(1) We demonstrate how effective human advice can be provided to a GAN as an inductive bias.
(2) We present a method for generating data given this advice.
(3) Finally, we demonstrate the effectiveness and efficacy of our approach on 2 de-identified clinical data sets. Our method is generalizable to multiple modalities of data and is not necessarily restricted to images.
(4) Yet another feature of this approach is that training occurs from very few data samples (< 50 in one domain) thus providing human guidance as a data generation alternative.

2 RELATED WORK
The key principle behind GANs [17] is a zero-sum game [26] from game theory, a mathematical representation where each participant’s gain or loss is exactly balanced by the losses or gains of the other participants and is generally solved by a minimax algorithm. The generator distribution $p_{data}(x)$ over the given data $x$ is learned by sampling $z$ from a random distribution $p_z(z)$ (initially uniform was proposed but Gaussians have been proven superior [2]). While GANs have proven to be a powerful framework for estimating generative distributions, convergence dynamics of naive mini-max algorithm has been shown to be unstable. Some recent approaches, among many others, augment learning either via statistical relationships between true and learned generative distributions such as Wasserstein-1.
distance [3], MMD [32] or via spectral normalization of the parameter space of the generator [39] which controls the generator distribution from drifting too far. Although these approaches have improved the GAN learning in some cases, there is room for improvement.

Guidance via human knowledge is a provably effective way to control learning in presence of systematic noise (which leads to instability). One typical strategy to incorporate such guidance is by providing *rules over training examples and features*. Some of the earliest approaches are explanation-based learning (EBL-NN, [49]) or ANNs augmented with symbolic rules (KBANN, [50]). Various widely-studied techniques of leveraging domain knowledge for optimal model generalization include polyhedral constraints in case of knowledge-based SVMs, [9, 14, 28, 47]), preferences rules [5, 27, 41, 42] or qualitative constraints (ex: monotonicities / synergies [54] or quantitative relationships [15]). Notably, whereas these models exhibit considerable improvement with the incorporation of human knowledge, there is only limited use of such knowledge in training GANs.

Our approach resembles the qualitative constraints framework in spirit.

While widely successful in building optimally generalized models in presence of systematic noise (or sample biases), knowledge-based approaches have mostly been explored in the context of discriminative modeling. In the generative setting, a recent work extends the principle of posterior regularization from Bayesian modeling to deep generative models in order to incorporate structured domain knowledge [22]. Traditionally, knowledge based generative learning has been studied as a part of learning probabilistic graphical models with structure/parameter priors [36]. We aim to extend the use of knowledge to the generative model setting.

3 KNOWLEDGE INTENSIVE LEARNING OF GENERATIVE ADVERSARIAL NETWORKS

A notable disadvantage of adversarial training formulation is that the training is slow and unstable, leading to mode collapse [2] where the generator starts generating data of only a single modality. This has resulted in GANs not being exploited to their full potential in generating synthetic non-image clinical data. Human advice can encourage exploration in diverse areas of the feature space and helps learn more stable models [43]. Hence, we propose a human-allied GAN architecture (HA-GAN) (figure 1). The architecture incorporates human advice in form of feature correlations. Such intrinsic relationships between the features are crucial in medical data sets and thus become a natural candidate as additional knowledge/advice in guided model learning for faithful data generation.

Our approach builds upon a GAN architecture [17] where a random noise vector is provided to the generator which tries to generate examples as close to the real distribution as possible. The discriminator tries to distinguish between real examples and ones generated by the generator. The generator tries to maximize the probability that the discriminator makes a mistake and the discriminator tries to minimize its mistakes thereby resulting in a min-max optimization problem which can be solved by a mini-max algorithm. We adopt the Wasserstein GAN (WGAN) architecture¹ [3, 20] that focuses on defining a distance/divergence (Wasserstein or earth movers distance) to measure the closeness between the real distribution and the model distribution.

3.1 Human input as inductive bias

Historically, two approaches have been studied for using guidance as bias. The first is to provide advice on the labels as constraints or preferences that controls the search space. Some example advice rules on the labels include: \(3 \leq \text{features} \leq 5 \Rightarrow \text{label} = 1\) and \(0.6 \leq \text{features} \leq 0.8 \Rightarrow \text{label} = 0\). Such advice is more relevant in an discriminative setting but are not ideal for GANs. Since GANs are shown to be sensitive to the training data and here the labels are getting generated, they should not be altered during training. The second is via correlations between features as preferences (our approach) which allows for faithful representation of diverse modality.

**Advice injection:** After every fixed number of iterations, \(N\), we calculate the correlation matrix of the generated data \(G_T\) and provide a set of advice \(\psi\) on the correlations between different features. Consider the following motivating example for the use of correlations as a form of advice.

**Example:** Consider predicting heart attack with 3 features - cholesterol, blood pressure (BP) and income. The values of the given features can vary (sometimes widely) between different patients due to several latent factors (ex. smoking habits). It is difficult to assume any specific distribution. In other words, it is difficult to deduce whether the values for the features come from the same distribution (even though the feature values in the data set are similar).

We modify the correlation coefficients (for both positive and negative correlations) between the features by increasing them if the human advice suggests that two features are highly correlated and decrease the same if the advice suggests otherwise.

**Example:** Continuing the above example, since rise in the cholesterol level can lead to rise in BP and vice versa, expert advice here can suggest that cholesterol and BP should be highly correlated. Also, as income may not contribute directly to BP and cholesterol levels, another advice here can be to de-correlate cholesterol/BP and income level.

The example advice rules \(\psi\) are: 1. Correlation(“cholesterol level”,“BP”)\(↑\), 2. Correlation(“cholesterol level”,“income level”)\(↓\), and 3. Correlation(“BP”,“income level”)\(↓\), where \(↑\) and \(↓\) indicate increase and decrease respectively. Based on the 1st advice we need to increase the correlation coefficient between cholesterol level and BP. Then

\[
C = \begin{bmatrix}
1 & 0.2 & 0.3 \\
0.2 & 1 & 0.07 \\
0.3 & 0.07 & 1 \\
\end{bmatrix}, \quad \mathcal{A} = \begin{bmatrix}
1 & \lambda & 1 \\
\lambda & 1 & 1 \\
1 & 1 & 1 \\
\end{bmatrix} \tag{1}
\]

Here \(C\) is the correlation matrix, \(\mathcal{A}\) is the advice matrix and \(\lambda\) is the factor by which the correlation value is to be augmented. In case where we need to increase the value of the correlation coefficient, \(\lambda\) should be \(> 1\). We keep \(\lambda = \frac{1}{\max(\{C\})}\). Since \(-1.0 \leq \forall \epsilon \in C \leq 1.0\), in this case, the value of \(\lambda \geq 1.0\), leading to enhanced correlation via

¹We use ‘GAN’ to indicate ‘W-GAN’
3.2 Advice-guided data generation

After \(^{\hat{C}}\) is constructed, we next generate data satisfying the constraints. To this effect, we employ the Iman-Conover method [23], a distribution free method to define dependencies between distributional variables based on rank correlations such as Spearman or Kendall Tau correlations. Since we deal with linear relationships between the features and assume a normal distribution and that Pearson coefficient has shown to perform equally well with the Iman-Conover method [40] due to the close relationship between Pearson and Spearman correlations, we use the Pearson correlations. Further, we assume that the features are Gaussian, justified by the fact that most lab test data is continuous. The Iman-Conover method consists of the following steps:

[Step 1]: Create a random standardized matrix \(M\) with values \(x \in M \sim \) Gaussian distribution. This is obtained by the process of inverse transform sampling described next. Let \(V_1\) be a uniformly distributed random variable and \(CDF\) be the cumulative distribution function. For a sampled point \(v\), \(CDF(v) = P(V \leq v)\). Thus, to generate samples, the values \(v \sim V\) are passed through \(CDF^{-1}\) to obtain the desired values \(x\) \(\{x|CDF(x) \leq v, v \in [0, 1]\}\). Thus for Gaussian,

\[
CDF(x) = \frac{1}{\sqrt{2\pi}} \int_{-\infty}^{x} \exp \frac{-x^2}{2} \, dx = \frac{1}{\sqrt{2\pi}} \int_{0}^{x} \exp \frac{-x^2}{2} \, dx = [-\exp(-\frac{x^2}{2})]_0^x
\]

The inverse CDF can be thus written as \(CDF^{-1}(v) = 1 - \exp(-\frac{v^2}{2}) \leq v\) and the desired values \(x \in M\) can be obtained as \(x = \sqrt{2\ln(1 - v)}\).

[Step 2]: Calculate the correlation matrix \(E\) of \(M\).

[Step 3]: Calculate the Cholesky decomposition \(\mathcal{F}\) of the correlation matrix \(E\). Cholesky decomposition [46] of a positive-definite matrix is given as the product of a lower triangular matrix and its conjugate transpose. Note that for Cholesky decomposition to be unique, the target matrix should be positive definite, (such as the co-variance matrix) whereas the correlation matrix, used in our algorithm, is only positive semi-definite. We enforce positive-definiteness by repeated addition of very small values to the diagonal of the correlation matrix until positive-definiteness is ensured. Given a symmetric and positive definite matrix \(E\), its Cholesky decomposition \(\mathcal{F}\) is such that \(E = \mathcal{F} \cdot \mathcal{F}^\top\).

[Step 4]: Calculate the Cholesky decomposition \(Q\) of the correlation matrix obtained after modifications based on human advice, \(\hat{C}\). As above the Cholesky decomposition is such that \(\hat{C} = Q \cdot Q^\top\).

[Step 5]: Calculate the reference matrix \(\mathcal{T}\) by transforming the sampled matrix \(M\) from step 1 to have the desired correlations of \(\hat{C}\), by using their Cholesky decompositions.

[Step 6]: Rearrange values in columns of the generated data \(G_1\) to have the same ordering as corresponding column in the reference matrix \(\mathcal{T}\) to obtain the final generated data \(G_1\).

**Cholesky decomposition to model correlations:** Given an randomly generated data set with no correlations \(P\), a correlation matrix \(C\) and its Cholesky decomposition \(Q\), data that faithfully follows the given correlations \(C\) can be generated by the product of the obtained lower triangular matrix with the original uncorrelated data.
i.e. \( \hat{P} = Q P \). The correlation of the newly obtained data, \( \hat{P} \) is,
\[
Corr(\hat{P}) = \frac{Cov(\hat{P})}{\sigma_\hat{P}} = \frac{E[\hat{P}\hat{P}^\top] - E[\hat{P}]E[\hat{P}]^\top}{\sigma_\hat{P}}
\]
(5)

Since we consider data \( \hat{P} \) from a Gaussian distribution with zero mean and unit variance,
\[
Corr(\hat{P}) = \frac{E[\hat{P}\hat{P}^\top] - E[\hat{P}]E[\hat{P}]^\top}{\sigma_\hat{P}} = \frac{E[\hat{P}\hat{P}^\top] = \frac{E[(QP)(QP)^\top]}{\sigma_\hat{P}}}{\sigma_\hat{P}}
\]
\[
= E[QPQ^\top P^\top] = QE[PP^\top]Q^\top = QQ^\top = C
\]
(6)

Thus Cholesky decomposition can capture the desired correlations faithfully and can be used for generating correlated data. Since we already have a normal sampled matrix \( M \) and a calculated correlation \( \hat{C} \) of \( M \), we need to calculate a reference matrix (step 5).

### 3.3 Human-Allied GAN training

Since the human expert advice is provided independent of the GAN architecture, our method is agnostic of the underlying GAN architecture. We make use of Wasserstein GAN (WGAN) architecture since its shown to be more stable while training and can handle mode collapse [3]. Only the error backpropagation values differ when we are using the data generated by the underlying GAN or the data generated by the Iman-Conover method. Our algorithm starts with the general process of training a GAN where the generator takes random noise as an input and generates data which is then passed, along with the real data, to the discriminator. The discriminator tries to identify the real and generated data and the error is back propagated to the generator. After every specified number of iterations, the correlations between features \( C \) in the generated data is obtained and a new correlation matrix \( \hat{C} \), is obtained with respect to the expert advice (section 3.1). A new data set is generated wrt \( \hat{C} \) using the Iman-Conover method (Section 3.2) and then passed to the discriminator along with the real data set.

### 4 EXPERIMENTAL EVALUATION

We aim to answer the following questions:

**Q1:** Does providing advice to GANs help in generating better quality data?

**Q2:** Are GANs with advice effective for data sets that have few examples?

**Q3:** How does bad advice affect the quality of generated data?

**Q4:** How well does human advice handle class imbalance?

**Q5:** How does our method compare to state-of-the-art GAN architectures?

We consider 2 real clinical data sets.

1. **Nephrotic Syndrome** is a novel data set of symptoms that indicate kidney damage. This consists of 50 kidney biopsy images along with the clinical reports sourced from Dr Lal PathLabs, India [2]. We use the clinical reports that consist of the values for kidney tissue diagnosis which can confirm the clinical diagnosis and help to identify high-risk patients and influence treatment decisions and help medical practitioners to plan and prognosticate treatments. The data consists of 19 features with 44 positive and 6 negative examples.

2. **MIMIC database** [24] consists of deidentified information of patients admitted to critical care units at a large tertiary care hospital. The features included are predominately time window aggregations of physiological measurements from the medical records. We selected relevant lab results, vital sign observations and feature aggregations. The data consists of 18 with 5813 positive and 40707 negative examples.

**Advice Acquisition:** Here we compile the sources from which we obtain the advice.

1. **Nephrotic Syndrome:** This is a novel real data set and the advice is obtained from a nephrologist in India. According to the problem statement from the expert, nephrotic syndrome involves the loss of a lot of protein and nephritic syndrome involves the loss of a lot of blood through urine. A kidney biopsy is often required to diagnose the underlying pathology in patients with suspected glomerular disease. The goal of the project is to build a clinical support system that predicts the disease using clinical features, thus reducing the need of kidney biopsy. Since the data collection is scarce, a synthetic data set can help in better understanding of the disease from the clinical features.

2. **MIMIC:** The feature set and the expected correlations are obtained in consultation with trauma experts at a Dallas hospital.

All experiments were run on a 64-bit Intel(R) Xeon(R) CPU E5-2630 64-bit server for 10K epochs. Both the generator and discriminator are neural networks with 4 hidden layers. To measure the quality of the generated data we make use of the train on synthetic, test on real (TSTR) method as proposed in [12]. We use gradient boosting with 100 estimators and a learning rate of 0.01 as the underlying model. We train the GAN for 10K epochs and provide correlation advice every 1K iterations.

Table 1 shows the results of the TSTR method with data generated with (HA-GAN\(_{GA}\)) and without advice (GAN). It shows that the data generated with advice has higher TSTR performance than the data generated without advice across all data sets and all metrics. Thus, to answer Q1, providing advice to generative adversarial networks captures the relationship between features better and thus are able to generate better quality synthetic data.

**Learning with less data:** GANs with advice are especially impressive in nephrotic syndrome data which consists of only 50 examples across all metrics and is thus very small in size when compared to the number of samples typically required to train a GAN model. Thus, we realize an important property of incorporating human guidance in the GAN model and can answer Q2 affirmatively. The use of advice opens up the potential of using GANs in presence of sparse data samples.

**Effect of bad advice:** Table 1 also shows the results for data generated with bad advice (HA-GAN\(_{BA}\)). To simulate bad advice, we follow a simple process: if the advice says that the correlation between features should be high, we set the correlations in \( \hat{C} \) to 0 and if the advice says that the correlation should be low, we set the correlations in \( \hat{C} \) to be either 1 or -1 based on whether the original
Table 1: TSTR Results ($\approx 3$ dec.). N/A in Nephrotic Syndrome denotes that all generated labels were of a single class (0 in our case) and thus we were not able to run the discriminative algorithm in the TSTR method. GA and BA denotes good and bad advice to our HA-GAN model respectively.

<table>
<thead>
<tr>
<th>Data set</th>
<th>Methods</th>
<th>Recall</th>
<th>F1</th>
<th>AUC-ROC</th>
<th>AUC-PR</th>
</tr>
</thead>
<tbody>
<tr>
<td>NS</td>
<td>GAN</td>
<td>0.584</td>
<td>0.666</td>
<td>0.509</td>
<td>0.911</td>
</tr>
<tr>
<td></td>
<td>HA-GAN$_{BA}$</td>
<td>0.42</td>
<td>0.511</td>
<td>0.518</td>
<td>0.886</td>
</tr>
<tr>
<td></td>
<td>medGAN</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td></td>
<td>medWGAN</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td></td>
<td>medBGAN</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td></td>
<td>HA-GAN$_{GA}$</td>
<td>1.0</td>
<td>0.943</td>
<td>0.566</td>
<td>0.947</td>
</tr>
<tr>
<td>MIMIC</td>
<td>GAN</td>
<td>0.122</td>
<td>0.119</td>
<td>0.495</td>
<td>0.174</td>
</tr>
<tr>
<td></td>
<td>HA-GAN$_{BA}$</td>
<td>0.285</td>
<td>0.143</td>
<td>0.459</td>
<td>0.235</td>
</tr>
<tr>
<td></td>
<td>medGAN</td>
<td>0.374</td>
<td>0.163</td>
<td>0.478</td>
<td>0.279</td>
</tr>
<tr>
<td></td>
<td>medWGAN</td>
<td>0.0</td>
<td>0.0</td>
<td>0.5</td>
<td>0.562</td>
</tr>
<tr>
<td></td>
<td>medBGAN</td>
<td>0.0</td>
<td>0.0</td>
<td>0.5</td>
<td>0.562</td>
</tr>
<tr>
<td></td>
<td>HA-GAN$_{GA}$</td>
<td>0.979</td>
<td>0.263</td>
<td>0.598</td>
<td>0.567</td>
</tr>
</tbody>
</table>

correlation is positive or negative. Thus, given a correlation matrix

$$ C = \begin{bmatrix} 1 & 0.2 & 0.3 \\ 0.2 & 1 & 0.07 \\ 0.3 & 0.07 & 1 \end{bmatrix} \quad (7) $$

suppose the advice says that we need to increase the correlation coefficient between feature 1 and feature 2. Then the new correlation matrix after bad advice can be calculated as:

$$ C' = C \odot A = \begin{bmatrix} 1 & 0.2 & 0.3 \\ 0.2 & 1 & 0.07 \\ 0.3 & 0.07 & 1 \end{bmatrix} \odot \begin{bmatrix} 1 & \lambda & 1 \\ \lambda & 1 \end{bmatrix} \quad (8) $$

$$ \hat{C} = C \odot A = \begin{bmatrix} 1 & 0.2 & 0.3 \\ 0.2 & 1 & 0.07 \\ 0.3 & 0.07 & 1 \end{bmatrix} \odot \begin{bmatrix} 1 & \lambda & 1 \\ 1 & 1 \end{bmatrix} \quad (9) $$

where $\lambda$ is the factor by which the correlation value is to be augmented. Since the advice asks to increase the correlation, we set $\lambda=0$. Thus,

$$ C = \begin{bmatrix} 1 & 0.2 & 0.3 \\ 0.2 & 1 & 0.07 \\ 0.3 & 0.07 & 1 \end{bmatrix} \odot \begin{bmatrix} 1 & 0 & 1 \\ 0 & 1 & 1 \\ 1 & 1 & 1 \end{bmatrix} = \begin{bmatrix} 1 & 0.0 & 0.3 \\ 0.0 & 1 & 0.07 \\ 0.3 & 0.07 & 1 \end{bmatrix} \quad (10) $$

Similarly, if the advice says that we need to decrease the correlation coefficient between feature 1 and feature 3, we set $\lambda = \frac{1}{f_{\text{real}}}$. Then,

$$ \hat{C} = \begin{bmatrix} 1 & 0.2 & 0.3 \\ 0.2 & 1 & 0.07 \\ 0.3 & 0.07 & 1 \end{bmatrix} \odot \begin{bmatrix} 1 & 0 & 1 \\ 0.2 & 1 & 0.3 \\ 0.3 & 1 & 1 \end{bmatrix} = \begin{bmatrix} 1 & 0.2 & 1.0 \\ 0.2 & 1 & 0.07 \\ 1.0 & 0.07 & 1 \end{bmatrix} \quad (11) $$

As results show in table 1 where advice based data generation outperforms the non-advice and bad advice based data generation. Thus, we can answer Q4 affirmatively.

To answer Q5 we compare our method to 3 GAN architectures, medGAN [8] which uses an encoder decoder framework for EHR data generation and its 2 variants medBGAN and medWGAN [4] and the results are shown in table 1. Our method, with good advice, outperforms the baseline both domains showing the effectiveness of our method.

5 CONCLUSION

We presented a new GAN formulation that employs correlation information between features as advice to generate new correlated data and train the underlying GAN model. We tested our model on real clinical data sets and show that incorporating advice helps generate good quality synthetic medical data. We employ TSTR method to test the quality of generated data and demonstrated that the generated data with advice is more aligned with the real data. There are several future interesting directions. First, providing advice only when required in an active fashion can allow for significant reduction in the amount of effort on the human side. Second, there can be multiple advice options, such as posterior regularization [15], that can be used to capture feature relationships explicitly. Third, although we do not have identifiers in the data, thereby eliminating the need of differential privacy [11], a general framework that can uphold the privacy of patient data along the lines of using Cholesky decomposition [7, 31] is a natural next step.
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