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ABSTRACT
Social media provides a supportive and anonymous environment
for discussing mental health issues, including depression. Existing
research on identifying the cause of depression focuses primarily
on improving classifier models, while neglecting the importance
of learning better data representations. To address this gap, we
introduce an architecture that enhances the identification of the
cause of depression by learning improved data representations. Our
work enables a deeper interpretation of the cause of depression in
social media contexts, emphasizing the significance of effective rep-
resentation learning for this task. Our work can act as a foundation
for self-help applications in the field of mental health.

CCS CONCEPTS
• Applied computing → Life and medical sciences; • Human-
centered computing; • Social and professional topics; • Com-
puting methodologies→ Natural language processing;
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1 INTRODUCTION
With the rapid spread of awareness around mental health, the field
is ever-growing. In 2021, 22.8% of U.S. adults and 16.5% of U.S. youth
aged 6-17 suffered from a mental health illness [4]. Depression is
the second highest diagnosed mental health disorder [3]. However,
there still exists a stigma around discussing mental health and
depression. Children, teenagers, and sometimes even adults fear
admitting their mental health issues as they fear society’s judgment.

Social media allows users to participate in discussions anony-
mously, thereby allowing for confidentiality in the discussions.
Therefore, many people turn to social media platforms like Red-
dit and Twitter to express their mental discomforts and discuss

solutions to their problems. The communities on these platforms
are supportive and helpful [9], giving people suffering a positive
environment for betterment.

Identifying the cause of depression is the first step in treating
depression. Posts on social media can indicate depression [7] and
can be used to identify the cause of depression [14]. Therefore,
studying social media is crucial in the context of mental health
and depression. We utilize the CAMS dataset [14] due to its unique
inference annotation (Table 1). In this work, we provide the existing
classification models scope to improve by building on top of our
work. Our contributions include the following:

(1) An architecture to accurately learn representations of social
media depression posts for the downstream task of classify-
ing it into its causal category of depression.

(2) An evaluation metric to assess a model’s quality for embed-
ding generation for social media depression posts.

2 RELATEDWORK
There has been a growing focus on the problem of monitoring
mental health on social media, especially within the field of nat-
ural language processing (NLP) [16]. In the past, identification of
mental health disorders [17] in social media has been approached
using methods such as social network analysis [22], emotion fu-
sion [27], and other deep learning methods [21] [15] [24]. More
recently, mental health disorder detection has predominantly been
approached with the help of language models pre-trained on social
media data such as MentalBERT and MentalRoBERTa [20]. Other
problems, such as suicidal intent detection, have been approached
using supervised learning [19] and deep learning methods [8] [26].

Detecting depression in social media using NLP has been a pop-
ular topic of research [13] [11] [12]. Han et al. [18] proposed an
explainable depression detection model using a hierarchical atten-
tion network, which was adopted by Zogan et al. [28] for the same
task. While there are many methodologies and models being de-
veloped for the task of depression detection, there is not a lot of
work focusing on learning better data representations for identify-
ing the cause of depression, making our contributions unique in
the intersecting field of mental health and NLP. Our work would
enable existing studies to build safer classifiers due to increased
explainability.
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Figure 1: Embeddings of CAMS data from models pre-trained on mental health and medical data – (a) MentalBERT [20],
(b) Bio_ClinicalBERT [2], (c) PsychBERT [6] reveal no significant structure for the downstream task of depression-cause
identification. The sentence transformermodel (d) all-MiniLM-L6-v2 [1] shows themost significant structure for the downstream
task.

3 METHODOLOGY
3.1 Dataset
We use the CAMS dataset [14] for our work. The dataset con-
tains 5051 instances of Reddit posts sampled from r/depression
and r/suicidewatch. An example datapoint is shown in Figure 1.
Each datapoint has been annotated for the underlying cause of
depression, which is one of – bias/abuse, jobs/career, medication,
relationships, alienation, or ‘no cause’ if the post is not about de-
pression or does not have an identifiable cause of depression.

Along with the cause of depression, each data point has also
been annotated with an inference entry, which is part of the post
indicative of depression that the annotators used to classify it into
one of the five causal categories. This gives novelty and uniqueness
to the CAMS dataset, and makes it suitable for our work.

Table 1: An example entry from the CAMS dataset. The cause
number indicates the cause of depression of the given social
media post. The inference text indicates the depression.

Attribute Value

Post I guess I just started to realize that all of this "new
year new me" is bullshit and I’m going to stay the
same loser in 2018 so I’m not getting my hopes up

Cause 5

Inference bullshit,loser,not getting my hopes up
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3.2 Evaluation Metric
Existing traditional metrics like accuracy and F-scores focus on the
quantitative aspect but not the qualitative aspect. In the domain of
mental health, it is imperative that any model developed is not only
accurate, but also safe and explainable [10]. We utilize the inference
annotations from the CAMS dataset to define a custom evaluation
metric that focuses on the qualitative aspect of a model.

For every data point in our test set, we consider the set of the
top five tokens by attention

𝑇 = {𝑡1, 𝑡2, 𝑡3, 𝑡4, 𝑡5}
and the set of words in the inference column

𝐼 = {𝑖1, 𝑖2, ..., 𝑖𝑛}
where 𝑛 is the number of words in the inference column of the

data point. We calculate the number of tokens the model gives high
attention to, but are not present in the inference of the data point,
and take its inverse. This gives us a score for the data point

𝑠 = min
(

1
|𝑇 \ 𝐼 | , 1

)
We define a model to have a better quality if the tokens to which

the model gives higher attention are present in the inference entry
of the data point. Therefore, a higher 𝑠 for a data point is better.
We calculate the mean of 𝑠 for all data points in the test set, which
gives us a score for the model

𝑆 =
1
𝑚

𝑚∑︁
𝑖=1

𝑠𝑖

where𝑚 is the number of data points in the test set. A model
𝑀1 is qualitatively better than a model𝑀2 if

𝑆𝑀1 > 𝑆𝑀2

The complexity of accurately giving attention to 𝑡 tokens varies
non-linearly on 𝑡 . Accurately giving attention to four tokens is more
than twice as hard as accurately giving attention to two tokens.
Therefore, we developed our evaluation metric to be non-linear to
account for this disparity. Our proposed evaluation metric can be
generalized to any 𝑡 number of tokens.

3.3 Representation Learning
Figure 1 visualizes embeddings of CAMS data from various different
models pre-trained on mental health and medical data. It is evident
that there is a need to improve the quality of these embeddings for
the downstream task of identifying the cause of depression.

A prevalent challenge is that posts categorized under the same
causal category of depression may not necessarily be semantically
similar. This is illustrated with the following example of two posts:

(1) My girlfriend broke up with me because she found out I
cheated on her. This makes me feel so bad, and I want to end
my life.

(2) I wanted to go on a trip, but my parents refused. I don’t like
my parents, they are such annoying people. It makes my
brain go nuts.

Figure 2: The annotation guideline definition of a causal cat-
egory of depression can anchor two semantically dissimilar
posts of the same causal category (Post 1 and Post 2) together
in the vector space.

The two posts provided above demonstrate that despite being
categorized under the same causal category of ‘relationships’ as
the cause of depression, they lack semantic similarity. To overcome
this, we utilize the causal category definitions from the annotation
guidelines of the CAMS dataset as anchors in the vector space.

We hypothesize that there is underlying similarity between the
definitions of a causal category and the posts belonging to the
category, if the annotators used those definitions to perform the
classification. The use of such an anchor (Figure 2) is able to bring
semantically dissimilar posts under the same causal category of
depression closer together in the vector space.

We fine-tune pre-trained models using contrastive loss [23] –
pairs of definitions and posts of the same causal category are treated
as positive samples, whereas those of different causal categories
are treated as negative samples.

3.4 Models
On manual evaluation of the embedding visualizations of vari-
ous pre-trained models, sentence transformers [25] showed the
best structure of the data for the classification task. We used the
all-MiniLM-L6-v2 as our base model due to its relatively smaller
size and comparatively higher performance [5]. We fine-tuned all-
MiniLM-L6-v2 using AdamW as the optimizer for 15 epochs with
the hyper-parameters – lr=2e-05, and bs=32. We used our custom
evaluation metric (section 3.2) to assess the quality of our model
at the end of each epoch. The scores on the test set are detailed in
Table 2.

Using the embeddings from our fine-tuned model, we employed
several machine learning models from the scikit-learn library for
classifying posts into their causal category of depression. The Lo-
gistic Regression model was trained using L2 regression with C=10.
The Random Forest model utilized 100 decision trees. For the SVM
model, a polynomial kernel (‘poly’) was employed. The MLP model
consisted of a single hidden layer with 170 neurons, and the train-
ing process was limited to 100 iterations. The GaussianNB model
remained with its default settings, while the KNN model was con-
figured with n_neighbors=80. These customized parameter choices
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Figure 3: An example of the quality of attention to tokens in various models. The attention scores range in color from black
(low) to bright red (high). The post’s original inference has been provided. Our (a) fine-tuned model is able to focus on words
from the inference, such as ‘unemployed’ and ‘broke’, whereas (b, c) non-fine-tuned models focus on unimportant words, such
as ‘psychiatrist’, ‘good’, and ‘caring’.

were made to optimize the performance of the respective models.
All other parameters were left as default of the respective model
classes.

4 RESULTS

Table 2: Evaluation Scores on the test set show that the fine-
tuned model outperforms the models pre-trained onmedical
data.

Model Evaluation Score

Finetuned all-MiniLM-L6-v2 0.2269
MentalBERT 0.2058
Bio_ClinicalBERT 0.2115
PsychBERT 0.2163
all-MiniLM-L6-v2 0.2163

Our fine-tuned model’s evaluation scores see improvement over
other pre-trained models. An evaluation score of 0.20 implies that
on average, no tokens that were given attention to were present
in the inference of the post; whereas, a score of 0.25 implies that
on average, one token which was given attention was present in
the inference of the post. We see that existing pre-trained models

such as MentalBERT perform poorly (evaluation score = 0.2058)
for the downstream task. On manual analysis, we find that the
task of focusing attention accurately is extremely complex. There-
fore, we believe that our evaluation score (0.2269) is a significant
improvement.

We see that our model is able to focus attention much better than
the existing pre-trained models (Figure 3). We also see improved
classification scores (Table 3) with machine learning models. Since
the training task is intended only for depression posts with a causal
category, our classifiers are unable to perform well on class 0 (‘no
cause’). We observe that a simple K-nearest neighbors (KNN) model
is able to perform extremely well due to the presence of clusters of
posts of the same causal category in the vector space.

5 CONCLUSION AND FUTUREWORK
Cases of mental health disorders, specifically depression, are ever-
growing; the use of social media and technology to improve treat-
ment is vital. We show that although existing models perform well
on the classification task, they are not explainable. We introduce
a representation learning architecture using the annotation guide-
lines as anchors in the vector space. We define an evaluation metric
to measure the explainability of a model, and show that our model is
able to learn accurate post representations for the downstream task
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Table 3: Classification Scores on models trained on our embeddings along with scores of the highest performing models in
CAMS for comparison. SVM classifier improves overall performance, whereas KNN classifier improves performance for causal
classes.

Model F1: C0 F1: C1 F1: C2 F1: C3 F1: C4 F1: C5 Accuracy

CAMS LR 0.63 0.28 0.54 0.46 0.46 0.53 0.50
CAMS CNN+LSTM 0.54 0.22 0.54 0.47 0.54 0.47 0.48

Logistic Regression 0.54 0.41 0.65 0.49 0.53 0.58 0.54
Random Forest 0.59 0.36 0.60 0.40 0.52 0.55 0.51
SVM 0.58 0.43 0.65 0.48 0.50 0.60 0.55
MLP 0.57 0.44 0.67 0.47 0.52 0.58 0.54
GaussianNB 0.47 0.46 0.65 0.46 0.49 0.59 0.53
KNN 0.32 0.43 0.63 0.50 0.54 0.61 0.53

of identifying the cause of depression, as well as focus attention on
the words that indicate the cause of depression.

We see an improvement in the classification scores. However,
these scores are held back by the ‘no cause’ cause of depression
(C0). Given that the choice of the evaluation metric is subjective
and intuition-oriented, future work could comprise of a comparison
study between different such evaluation scores. We also see that
the models accurately focus on only one or two words that iden-
tify the cause of depression. We suggest that future work focuses
on optimizing the attention such that more depression-indicative
words are identified. This would enable improved recognition of the
underlying cause of depression, and serve to build better self-help
systems.
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